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Hallucination AI



AI ACT 

AI in Legislative process could be considered High Risk

In case of use of Generative AI we should 

“Generative foundation models, like GPT, would have to 
comply with additional transparency requirements, like 

disclosing that the content was generated by AI, 
designing the model to prevent it from generating illegal 
content and publishing summaries of copyrighted data 

used for training.” EU Parliament, June 2023
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Different goals of AI in Legislative Drafting



Weakness of LLM in Legal Domain

• Structure: LLM works at sentence level/document level and this 
approach is not capable to understand the structure (e.g., sequence of 
articles)

• Context: LLM loses the context (e.g., jurisdiction, temporal parameters)

• Innovation: LLM depends to the past data series (e.g., new brilliant 
solution has no historical series)

• Reference: ML does not consider the normative and juridical citations. 
The normative references evolve over time (e.g., art. 3 is not the same 
forever)

• Time: the LLM is timeless and the legislation is integrated in the legal 
system
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Neuro-symbolic

Sub-Symbolic AI Symbolic AI

XAI

Unifying Large Language Models and Knowledge Graphs: A Roadmap
Shirui Pan, Linhao Luo, Yufei Wang, Chen Chen, Jiapu Wang, Xindong Wu

https://arxiv.org/search/cs?searchtype=author&query=Pan,+S
https://arxiv.org/search/cs?searchtype=author&query=Luo,+L
https://arxiv.org/search/cs?searchtype=author&query=Wang,+Y
https://arxiv.org/search/cs?searchtype=author&query=Chen,+C
https://arxiv.org/search/cs?searchtype=author&query=Wang,+J
https://arxiv.org/search/cs?searchtype=author&query=Wu,+X


Lawyer-readable Human-readable

Interoperability and semantic
For “White box” approach in AI

Machine-readable
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